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ABSTRACT

The present paper summarizes the recomrendati on that
statistical significance testing be replaced or at |east
acconpani ed by the reporting of effect sizes and confidence
intervals and di scusses, in particular, confidence
intervals. The recent report of the APA Task Force on
Statistical Inference suggested that confidence intervals

shoul d al ways be reported.



A review of confidence

A REVI EW OF CONFI DENCE | NTERVALS

In 1996 the Task Force on Statistical Inference (TFSI)
was convened by the Board of Scientific Affairs of the
Aneri can Psychol ogi cal Association to eval uate the
applications of statistics used in psychol ogical journals
(Azar, 1997; Shea, 1996). The task force, which was
instigated in part as a result of many years of discussion
and di sagreenent over the use of statistical significance
testing, recomended, anong other things, revising the

statistical sections of the Anmerican Psychol ogi cal

Associ ation Publication Manual (APA, 1994). Prior to any

revision of this manual, however, the Task Force printed a

report in Anmerican Psychol ogi st to encourage di scussion

regardi ng the subject. This was done in August, 1999, and
i ncl uded proposed gui delines, comrents, explanations, and
el aborations regarding the use of statistical nmethods and
suggestions for the revision of the APA publication manual
and developing related material (WIkinson & The APA Task
Force on Statistical Inference, 1999).

One of the proposed guidelines pertaining to analyzing
results is to “always present effect sizes for primary
outcones” (WIlkinson et al., 1999, p. 599), which “enabl es

readers to evaluate the stability of results across
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sanpl es, designs, and anal yses” (p. 599). Related to this
is the recommendation to also provide interval estinmates
for any effect size involving principal outconmes and “for
correlations and other coefficients of association or

vari ati on whenever possible” (p. 599). Exam ni ng confidence
intervals fromrelated studies helps determne stability
across studies (Schmdt, 1996), and “hel ps in constructing
pl ausi bl e regi ons for popul ati on paraneters (W1 ki nson et
al., p. 599).

Many articles and books have been witten detailing
the flaws in and m suses of statistical significance
testing (Chatfield, 1991; Cohen, 1994; Falk, 1998; MG at h,
1998; Oakes, 1986; Roozeboom 1960; Schm dt, 1996; Steiger
& Foul adi, 1997; Thonpson, 1993, 1996, 1998), sone calling
for the actual banning of statistical significance testing
(Carver, 1978; Cohen, 1994; Meehl, 1967; Schm dt, 1996).
Those argunents will not be detailed again here; instead
the present paper exanm nes in sone detail the Task Force
recomendation that statistical significance testing be
replaced or at | east acconpanied by the reporting of effect
si zes and confidence intervals, and explains confidence

i nterval s.
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Reasons for Using Confidence Intervals

An article by Cohen (1994) witten prior to the TFSI
bei ng convened (and partly responsible for the creation of
the task force) pointed out that researchers tend pay too
much attention to statistical significance testing and not
enough to their conclusions about the actual neaning of
their results, and should, to change this, “routinely
report effect sizes in the formof confidence limts..
whi ch contain all the information to be found in
significance tests and nore” (p. 1002).

Cakes (1986) found confidence intervals “infinitely
preferable to tests of significance” (p. 66):

Al though the underlying logic is essentially

simlar they are not couched in the pseudo

scientific hypotheses testing | anguage of

significance tests. They do not carry with

t hem deci si on-maki ng i nplications, but, by

giving a pl ausi ble range for the unknown

paraneter, they provide a basis for a

rational decision should one be necessary.

Shoul d sanpl e size be inadequate this is

signal ed by the sheer width of the interval.

(pp. 66-67)

Cakes (1996) al so argued that “the researcher arned
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with a confidence interval, but deprived of the
respectability of statistical significance nust work harder
to convince hinself and others of the inportance of his
findings. This can only be good” (p. 67).

In a 1994 article entitled “Msuse of Statistical
Tests in Three Decades of Psychot herapy Research,” Dar,
Serlin, and Orer wote that confidence intervals should be
used when judgi ng obtai ned effects. They noted “In draw ng
boundari es around obtained effects, confidence intervals
provi de essential information when estimating effect sizes
in the population” (p. 80).

Schm dt (1996) detail ed several reasons for using
confidence intervals, the first of which is that “point
esti mates and confidence intervals provide a nuch nore
correct picture” (p. 121) than null hypothesis statistical
significance testing. Another is that confidence intervals
“hold the overall error rate to the desired level” (p.
121). Schm dt also reminded us that “prior to the
appearance of Fisher’s 1932 and 1935 texts, data anal ysis
in individual studies was typically conducted using point
esti mates and confidence intervals” (p. 121).

Confi dence intervals provide a graphical nmethod for

observing results of a study. The APA Task Force al so
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expressed a clear preference for graphical presentations of
results, especially as regards confidence intervals:
Figures attract the reader’s eye and hel p convey
gl obal results. Because individuals have
different preferences for processing conpl ex
information, it often helps to provide both
tables and figures.ln all figures, include

gr aphi cal representations of interval estinmates

whenever possible. (p. 601, enphasis added)

Steiger and Foul adi (1997) wote “In general, a
confidence interval conveys nore information, in a nore
naturally usable form than a significance test. This is
seen nost clearly when confidence intervals from severa
studi es are graphed al ongsi de one another” (p. 227).
Vertical or horizontal line segnents can be placed through
t he graphed value of the statistic to show the confidence
interval (Huck & Corm er, 1996).

Conmputi ng O assical Confidence Intervals

A point estimate (e.g., nean, r, R is a nunber
conputed froma sanple to represent a popul ati on paraneter
Since there is some sanpling error associated with this
estimate, the true popul ati on paraneter could be | arger or
smal l er than the sanple statistic. By identifying a range

of possible values for the popul ati on paraneter, the
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researcher can control the probability that sanples from
the population will yield statistics approximating the
val ues within a conputed range of values. This range is

called a confidence interval. For exanple, a 95%

confidence interval can be conputed using al pha = .05 such
that 95% of the sanples fromthe popul ati on woul d capture
t he popul ati on paraneter (Cohen & Cohen, 1983).

Confi dence intervals can be conputed for any statistic
(e.g., the sanple nean, nedian, r, R). The critical
conmponent in conmputing a confidence interval is estimating
t he standard deviation of the sanpling distribution (see
Breuni g, 1995; Rennie, 1997), which is called the “standard
error.” The standard error, and thus the boundaries for
confidence intervals, can be estimated in either of two
ways. First, the boundaries of a confidence interval can
be conputed based on theoretical assunptions about the
shape of the sanpling distribution (cf. Thonpson, 1999).
Second, the boundaries can be conputed by enpirically
estimating the standard error, using a technique such as
the “bootstrap” (cf. Lunneborg, 2000; Thonpson, 1999).

The present paper focuses on the use of theoretically-

based estimates of standard errors, for the sake of

sinplicity (albeit at possible | oss of accuracy, because

assunptions regardi ng sanpling distribution shape may not
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be perfectly net very often). Also for sinplicity sake, the
illustrations here involve only the statistic the nean
(first one nean and then for the conparison of two neans),
even though it is enphasized once again that confidence
intervals can be conputed for any statistics. O course,
the conputational fornulas for conputing intervals differ
for different statistics.

Confidence Intervals for the Mean

The confidence interval has as its foundation the
Central Limt Theorem so when the sanple size is |large
enough, generally over 30 (n 3 30), the sanpling
di stribution of the sanpling nmean is approxi mately normal .
Ni nety-five percent of a normal distribution falls within
two standard deviations (1.96 exactly) of the nmean; 99% of
a normal distribution falls within three standard
devi ati ons of the nean.

Suppose a researcher wanted to determ ne the nunber of
hospital treatnment days necessary for adults undergoi ng
wi t hdrawal from al cohol. The sanpl e popul ati on consi sts of
100 persons, who required an average of 13.42 days. This
mean (X) is the point estimate. The confidence interval is

conputed around this estimate by using the fornula:

c.i. =Xz z(s/ N1),
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where c.i. = confidence interval; X = the sanple nean; z =

the z value as determned by the al pha level; and s/ N1 =
t he standard deviation of the sanpling distribution, or the
standard error, assumng that the sanpling distribution is

normal Iy distributed.

Because the popul ation standard error is unknown, the
sanpling distribution standard error fornmula can be used
for a sanple size of over 30. This substitution should not
be made when the sanple size is less than 30; t-statistics
are used instead.

For a 95% al pha | evel, the corresponding z-value wl|l
be + 1.96. The standard devi ation of the sanple of 100

nunbers of days required for detox is 4.48. Therefore, the

conput ati on woul d be:

C.i.= 13.42 + 1.96 (4.48/ 99 ).
c.i.= 13.42 + 1.96 (.45)
c.i.= 13.42 + .88

or c.i.= (12.54, 14.30)

Confidence intervals are generally expressed either by
encl osing the two values in parentheses, separated by a
comma, or by providing the point estimte plus or mnus the
margin of error. For this exanple, the estinate is that

the average length of hospital days for detox for adult
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al coholics is somewhere between 12.54 and 14.30. Since 95%
of all possible sanple neans are wwthin 1.96 z's (or .88
days) of the nmean of the sanple, the interval will probably
contain the population nean. Only if the sanple nean is
one of the fewthat is nore than 1.96 z's fromthe nean of
the sanpling distribution will this interval fail to

i ncl ude the popul ati on nean.

| nterval Wdth

The width of a confidence interval is related to (a)
the statistical significance |evel set by the researcher,
(b) the standard error, and (c) the sanple size. The
confidence interval will be w der the higher the percentage
of accuracy desired. The confidence interval will be w der
the larger the standard error. The confidence interval
will be narrower the larger the sanple size. The
researcher has to nmake a determ nation about what risk to
take in regards to being wong--of not including the
popul ation value in the estimate--based on the nature of
the research. A 99% confidence |evel using the above data

woul d be constructed as foll ows:

C.i.= 13.42 + 2.58 (4.48/ 99)
c.i.= 13.42 + 2.58 (.45)
c.i.= 13.42 + 1.16
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or c.i.= 12.26, 14.58
The researcher can then be 99% confident that the

average days of detox required for the population falls
bet ween 12.26 and 14.58. The goodness of this interval
estimation procedure can be evaluated by “exam ning the
fraction of tines in repeated sanpling that the intervals
contain the paraneter being estimted” (Mendenhall & Ot,
1980, p. 147). This fraction is called the confidence
coefficient. This can be illustrated by drawi ng a nunber
of different sanples fromthe popul ati on and conputi ng
interval estimates using the fornula described previously.

Al though the intervals will be different, nost of themwl]I
contain m(the population nean). |If repeated over and over,

approximately 95% of the intervals would contain m
(Mendenhal | & Ot, 1980).

Huck and Corm er (1996) point out that the correct way
to interpret confidence intervals is to inmagine
constructing many sanme-size sanples fromthe sane
popul ati on, constructing confidence intervals separately
around each sanple’s statistic, and then observing that
“sone of these intervals would ‘capture’ the paraneter” (p
140) and sone of themw |l not. They note that “It would
turn out that 95 percent of these 95 percent confidence

intervals contain the paraneter” (p. 140).



A review of confidence 13

Confidence Intervals for Conparison of Two Means

The above are confidence intervals constructed around
a single mean. Confidence intervals can al so be
constructed for the difference between two neans, a single
contrast on neans, a single variance, the ratio of two
vari ances, a single correlation, and a single proportion.

To conpare two neans and construct confidence
intervals, the fornula is as foll ows:
C.i. = (X2 - X1)* ZSx2-x1,
where X, —X; = difference between the sanple neans, and
Sx2-x1 = Standard error of the sanpling distribution of the
estimated difference between the sanpl e neans.

The z-score will depend, as usual, on the confidence
coefficient determ ned by the researcher. The standard
error is estimated by the follow ng: “Wen two estinmates
are formed fromindependent sanples, the sanpling
distribution of their difference has variance equal to the
sum of the variances of the sanpling distributions of the
separate estimates” (Agresti & Finlay, 1997, p. 213).

Ther ef or e:
Sx1-x2 =
For a large sanple the formula wll be:

(X2 — X1) £ z
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agai n using the sanple standard devi ation instead of an
unknown popul ati on standard deviation. For a small sanple,
the t distribution is substituted for the nornal
di stribution, providing the formul a:
(X2 — X1) =t

Forrmul as for conputing confidence intervals for other
statistics, sone of themquite conplex, can be located in
statistical textbooks. The statistical conmputer program
SPSS provi des confidence interval conputations quickly and
easily, which allows the researcher to graphically observe
and display results of their various statistical
calculations if so desired.

Sunmary

As nore and nore journals require the reporting of
effect sizes and confidence intervals, as is occurring
slowy, the argunent for providing confidence intervals
beconmes stronger. QOakes (1986) in defense of confidence
intervals rather than significance testing, stated “Above
all, interval estimates are estimates of effect size. It
is inconparably nore useful to have a pl ausi ble range for
the value of a paraneter than to know, what [sic] whatever
degree of certitude, what single value is untenable” (p.

67).
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Cohen (1994) who, along with Schm dt (1996), has
called for replacing statistical significance testing with
poi nt estimtes and confidence intervals, wote “as
researchers, we have a considerable array of statistica
techni ques that can help us find our way to theories of
sone depth, but they nust be used sensibly and be heavily

i nformed by informed judgnent” (p. 1002).
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