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Abst r act
M ssing data occur in virtually every study. The present paper
reviews sonme of the various strategies for addressing the m ssing
data problem The paper also provides instructional detail on two
accessi ble ways of estimating m ssing data, both using SPSS for
Wndows: (a) substitution of mssing values wth the variable
mean of non-m ssing scores; and (b) replacenent of mssing val ues
with estimates derived from regression. Nine tables and five

appendi ces provide details of the anal yses and outputs.
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A Review of Methods for Dealing with M ssing Data

M ssing data are a conmon problemin enpirical research and

occur in essentially every study. | ndeed, for wvirtually any
|arge data set it is unlikely that information will be conplete
for all the cases. For exanple, it is not uncomon that sone

information is either mssing or in an unusable form when using
attitude and behavior neasures (Kim & Curry, 1977). Respondents
may not answer every item through inadvertence, because they may
consi der sone questions intrusive, or because sone itens are
perceived to be anbi guous. Data might also be mssing for a
variety of other reasons, the npbst common being errors in the
i npl enentation of the study, interviewer errors (omtted
questions, illegible recording of responses, etc.), inadmssible
mul tiple responses to a given item the loss of instrunments, and
attrition in the case of a panel-design sanple (Anderson

Basi | evsky, & Hum 1983). In fact, it is not unusual in a |large
data set for a large mnority of participants (e.g., 20% or 30%
to have m ssing data on one or a few itens.

When participants do not provide data on a substantial
nunmber of itens, it seens clear that such persons should be
omtted from further analysis. But it seens unnecessary and
undesirable to delete 20% or 30% of a sanple only because these

partici pants skipped one or tw different from anong nunerous
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i tens, because these  participants did provide so rnuch
information on the itens they answered.

The question naturally arises: how can snmall anmunts of
mssing data be estinmated wutilizing the available data?
Nunerous solutions to this problem have been proposed, which
vary considerably in their conplexity (d asser, 1964; Cohen &
Cohen, 1983; Little & Rubin, 1987). Oten when researchers are
faced wth such m ssing data problens, they are likely to select
either a listwi se deletion or pairw se deletion nethod, and then
proceed to interpret the resulting statistics as usual (Kim &
Curry, 1977).

But as the recently released report of the APA Task Force on
Statistical |Inference enphasized:

Special issues arise in nodeling when we have
m ssing data. The two popular nethods for dealing
with mssing data that are found in basic statistics
packages--listwi se and pairw se deletion of mssing
val ues—are anong the worst nethods available for
practical applications. (WIlkinson & The APA Task
Force on Statistical Inference, 1999, p. 598,
enphasi s added)

The primary objective of the present paper is to review and
organize sone of the various strategies for addressing the

m ssing data problem To make the task nanageable, the
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di scussion is confined to four accessible ways of dealing wth
m ssing data: listw se deletion, pairwi se del etion, mean
substitution, and regression estimtion. The paper also
provi des instructional detail on the two inputed neans anal yses,
mean substitution and regression estimation, illustrated in the
context of SPSS in order to provide the reader with a nore
concrete understandi ng of the nethods and procedures.

Li stwi se Del eti on

The nobst obvious nethod for dealing with inconplete data is
to let the conputer program discard all cases with any m ssing
values and then use the remaining records to conpute results
For nost statistical prograns, this occurs by default. However
a serious limtation of this approach is that relevant data are
frequently discarded (Kim & Curry, 1977, Raynond & Roberts,
1987). Although |istwi se deletion is the sinplest, as the nunber
of variables increases, increasing anounts of data are ignored,
even as the total nunber of mssing values remain constant
(Raynmond & Roberts, 1987). For exanple, in an extreme case where
all respondents in the sanple have only one (not necessarily the
sane) variable mssing, the listwise deletion nethod would
di scard all cases.

This common practice of discarding all individuals from
whom at | east one variable is mssing |leads to excessive | oss of

statistical power. As the nunber of cases decreases, there is a
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decrease in error degrees of freedom yielding a |loss of
statistical power and a larger standard error (Cohen & Cohen,
1983; Wtta & Kaiser, 1991).

Pai rwi se Del eti on

Pairwi se deletion is an attractive alternative when there
are a small nunber of mssing cases on each variable relative to
the total sanmple size, and a l|large nunber of variables are
involved (Kim & Curry, 1977). Wth this pieceneal nethod, al
avai | abl e observations for each particular variable are used to
conput e nmeans and variances, while all available pairs of values
are used to conpute covariances (Raynond & Robert, 1987). Thus,
correlations are conputed using only those observations that
have nonm ssing val ues on both vari abl es.

The problem with the use of pairwise deletion is the
pot enti al i nconsi stency  of the covariance matrix in a
mul tivariate context. When correlations and other statistics
are based on different but overlapping subsanples of a |arger
sanple, the population to which generalization is sought is no
| onger clear. It is possible to conmpute correlation matrices
with nmutually inconsistent correl ations.

Mean Substitution

Mean substitution assunmes that a mssing value for an
individual on a given variable is best estimated by the nean

(expected value) for +the non-mssing observations for that
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vari abl e (Anderson, Basilevsky, & Hum 1983). However, as Little
and Rubin (1987) noted, there a several |imtations of the
pr ocedur e,

(a)sample size is overestimated, (b)variance is

underestimated, (c)correlations are negatively biased,

and (d)the distribution of new values is an incorrect

representation of the popul ation values because the

shape of the distribution is distorted by adding

val ues equal to the nean.(p. 5)

This attenuation of the ~correlation coefficient, the
reduction of rxy as a result of nethodological error, can be
explained as follows: Renenber that the formula for correlation
can be expressed as: rxy = COVy / (SDx * SDy) (Wal sh, 1996). The

nunerator of this fornula can be expressed as:

COVxy = (O (X - X)(Yi - V) / n-1.

When we substitute the nean for a given i-th person's m ssing
Xi or Y; score, that person's deviation score (xj) wll necessarily
be zero. Thus, for any person for whom we estimate m ssing data,
the nunerator of the COV--the product of that person's deviation
scores--will be 0, making that person push the correl ation closer
to 0. Qoviously, we do not want to use nean substitution with too
many cases, especially when the correlation coefficients are

already fairly close to zero.
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Mean substitution sounds sinple enough. For a given item
sinply substitute the nmean response of all valid cases providing
data on that item However, doing mean substitution in SPSS
requires a nulti-stage substitution process, which is not
difficult, but also is not obvious.

SPSS for Wndows: ©Mean Substitution

Assune that we have a sanple of size (n=12) in which data are
collected in a case (respondent) by variable (response) matrix X
with rows denoting individuals and colums denoting variables.
However for sone individuals, one of the responses is m ssing.

The inconplete data matrix in Table 1 shows that person 1 is
m ssing data on the first variable (X1), person 2 is mssing data
on the second variable (X2), person 3 is mssing data on the third
variable (X3), and person 4 is mssing data on the fourth variable

(X4).

| NSERT TABLE 1 ABOUT HERE.

Step One: I nput Data and Count Nunber of M ssing Entries.

Wien entering data into a Wrd docunent, be sure to use a fixed
width font (e.g., courier) and save the docunent as ‘text only’.
Leave bl anks for mssing observations. This allows the researcher
to supply his or her own estimates in the context of the

particul ar statistical nodel being used. For this exanple, a



M ssing Data 9

speci al code of (-99999) denotes m ssing observations. A score of
—-99999 is such an wunlikely score in nost social science
applications that a mstake in the substitution process wll be
obvi ous.

The SPSS commands that perform this substitution process,
inserting —99999 for scores on variables with mssing data, are as
fol | ows:

SET BLANKS=-99999 PRI NTBACK=LI STI NG

TI TLE ' M SSI NG DATA MEAN SUBSTI TUTI ON EXAMPLE

DATA LI ST FI LE=" a: m ssi ngdata.txt' RECORDS=1/

ID 1-2 X1 to X6 4-9 .
The variable “mssing” is then created for those entries of the
data matrix now identified by the code -99999 as nonresponse
itens. That is, these commands substitute the score of -99999
for any nuneric data fields that are blank. Appendix A presents
the syntax file for this first phase.

The SPSS syntax conmands that count the nunber of m ssing
scores for each person, here wusing a new variable naned
“m ssing”, are:

SUBTI TLE ' Get n M ssing for each person

COUNT M SSING=X1 to X6 (-99999)

FREQUENCI ES VARI ABLES=M SSI NG

LI ST VARI ABLES=ALL/ CASES=9999/ FORVMAT=NUVBERED

These commands al so produce a sumary of how many people
have how many mssing scores (i.e., the counts represented as

scores on the variable named “m ssing”). The summary for the

Table 1 data is presented in Table 2. In the present exanple,
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as can be seen in Table 2, 8 people had 0 m ssing data, while 4

peopl e had 1 piece of m ssing data.

| NSERT TABLE 2 ABOUT HERE

In a real data set there would be a w der range of counts
of mssing data, ranging conceivably from O to the nunber of
data points in the data set. The results of the “frequency”
anal ysis would be consulted at this point, prior to conducting
any further analyses. For exanple, let’s say that in a data set

for 150 people and involving 75 itens, the mssing score counts

wer e:
M ssi ng Frequency

0 126

1 11

2 8

3 3

15 1

27 1

Tot al 150
In such a data set the researcher nust first decide how
much mssing data is permssible. This is a mtter of
t hought ful judgnent. Perhaps estimating up to 3 scores for each
person is reasonabl e. However, estimating 27 of 75 scores for

t he one person m ssing 27 scores i s probably unreasonabl e.
Assune that the researcher decided to omt any case wth
nore than 3 missing scores. The researcher would add the

foll owi ng SPSS syntax command to the syntax file:
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SELECT IF (M SSING LT 4)
In all subsequent anal yses, after the execution of this conmand,
any person with nore than 3 mssing scores will be omtted from
any requested anal yses.

Step Two: Find Means Using Sel ected Cases. In each phase

of the procedure, new SPSS syntax commands are sinply added on
to the end of the existing SPSS syntax file. In this phase of
the analysis a cutoff for an acceptable nunber of m ssing scores

is declared, these cases are selected, and neans on non-m ssing

scores of only the subset of selected cases are conputed.
Appendi x B presents the extended syntax file incorporating this
phase of analysis for the present heuristic exanple.

For the present exanple, cases mssing nore than 1 score
m ght be deleted (resulting for the Table 1 data set in no cases
being omtted from subsequent analyses). Then neans woul d be
found for the non-m ssing scores of the selected cases, using
t he SPSS synt ax comuands:

SELECT IF (M SSING LT 2)

M SSI NG VALUES X1 to X6(-99999)

SUBTI TLE ‘ Fi nd neans for each variabl e based on the nunber

O valid cases’
DESCRI PTI VES VARI ABLES=ALL .

Table 3 presents the results of this analysis for the

present exanpl e.

I NSERT TABLE 3 ABOUT HERE
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Step Three: Replace Mssing Scores with Variable Means. In

order for the following “IF’ statenents to work, the
“COWMMENT” conmand nmust be inserted before the syntax statenent
“M SSI NG VALUES X1 TO X6 (-99999)” and the command “ EXECUTE”
must be inserted after this statenent. A series of “IF
statenents are then added replacing the cases with m ssing data
wi th variabl e means. Appendi x C presents the syntax file for
this | ast phase.

COVMENT M SSI NG VALUES X1 to X6(-99999)

EXECUTE .

SUBTI TLE ' Fi nd neans for each variable based on the nunber

of valid cases'
DESCRI PTI VES VARI ABLES=ALL .

IF (X1 It -1) X1=3.73 .
IF (X2 It -1) X2=5.91
IF (X3 It -1) X3=5.18 .
IF (X4 It —1) X4=7.36
IF (X5 It —1) X5=4.25 .
IF (X6 It —1) X6=4.92 .
EXECUTE

M SSI NG VALUES X1 to X6(-99999)
DESCRI PTI VES VARI ABLES=ALL .

Table 4 presents the descriptive statistics produced by variable

mean substitution.

| NSERT TABLE 4 ABOUT HERE

Regressi on Estimation

Estimati on by devel oping a regression equation to predict the

criterion of a variable with mssing data using valid cases, and
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then applying the equation to the valid scores on other variables
of persons mssing scores on that given variable, can also be
used. This estimation is nore sophisticated, because it takes into
account relationships anong the vari abl es.

Regression nethods rely on the information contained in the
non-mssing values of variables to provide estimates of the
m ssing values for the variable of interest. Each variable with a
mssing value is, in turn, treated as a criterion variable and is
regressed onto all the other variables having observed values to
predict the criterion variable. There are nany variations to the
regression nethod depending on how many predictors are used and
how the mssing values on predictors thenselves are handled
(Kai ser, 1990).

In the application of a linear regression nodel, the
assunption is nmade that the relationship between the inconplete
vari able and the covariates (predictors) on which it is regressed
is linear over the full range of values. Furthernore, the reason
for a value being mssing is assunmed to be unrelated to the val ue
of the predictors. One needs access to nothing nore than neans,
standard deviations, and correlations in order to conpute
estimates via regression (Raynond & Roberts, 1987).

As Thonpson (1992) not ed,

Conventi onal regression analysis enploys two types

of weights: an additive constant (“a”) applied to
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every case and a multiplicative constant (“b”)
applied to the predictor variable for each case.
Thus, the weighting systemtakes the formof a

regressi on equation:

Y<---- Y=a+b (X
For exanple, it is known that the foll ow ng
system of wei ghts works reasonably well to predict

hei ght at age 21 from hei ght at age 2:

Y<---- ¥=0+20 (X
Thus, an individual that is 27" tall at age 2 is
predicted to have a height of 54" (0 + 2.0 x 27 =
0O + 54 = 54) at age 21. (p.6)

This mssing data estimation is nore efficient because a
greater anmount of available information is used. The conputati onal
conpl exity of the regression approach to m ssing data substitution
had nmade it inpractical previously; however, the necessary
conputer prograns (e.g., SPSS) are now w dely available. Using
regression-estinmated scores for mssing data does not attenuate
the relationshi ps anong vari abl es, because a regression-estinated
score will not equal the nean, unless (a) the squared nmultiple R
for the regression equation is exactly 0 or (b) the predictor

variabl e scores for non-missing data for cases with mssing data
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all exactly equal the respective neans of these predictor
vari abl es.

SPSS for Wndows: Estimation by Regression

The sane heuristic data set of 12 participants is used to
make the discussion nore concrete and accessible. The
substitution process is done in tw phases: (a)listw se deletion
produces an initial correlation matrix and each variable wth
mssing values is in turn treated as a dependent variable and
regressed on the non-m ssing variables, and then (b) the resulting
regression equations are used to predict and replace the mssing
val ues.

Step One: (Obtaining Regression Equations to Predict M ssing

Values. Appendix D Ilists the SPSS comands for obtaining
regression equations to predict the mssing values. The SPSS
output to predict mssing values on each variable are presented in

Tabl es 5-8, respectively.

| NSERT TABLES 5-8 ABOQUT HERE.

Step Two: Using Qutput from First Phase to Estimate M ssing

Values. A series of “IF statenents are then added to the syntax
file that plug in the nultiplicative and additive weights for each
variable. The syntax file is then rerun, producing estimtes for
the mssing values for each variable and these estimates are

inserted into the inconplete data set sinultaneously. Thi s
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process is illustrated in Appendix E. The new data set resulting

fromregression estimation is presented in Table 9.

| NSERT TABLE 9 ABOUT HERE

Concl usi on

Mssing data are a practical problem and a practical
solution is needed. Data often can be treated in some fashion so
as to mnimze information |oss or sources of bias. Wi ch
techni que i s best depends on several factors.

This paper has presented four options for dealing wth
m ssi ng data. Listwi se deletion and pairw se deletion nethods
both result in a reduction in sanple size which |leads to reduced
precision in the estimates of the popul ati on paraneters. Thi s
reduction in sanple size also reduces the power of statistical
significance testing, and this poses a potential threat to
statistical conclusion validity (Onme & Reis, 1991). Al t hough
the sane attenuation of the correlation coefficicient occur, the
met hods of inserting neans and using regression analyses are
about equal Iy ef fective under condi tions of | ow
multicollinearity (Raynond & Roberts, 1987). The nost inportant
advant ages of these nean inputation nethods are the retention of
sanpl e size and, consequently of statistical power in subsequent

anal yses.
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The preceding discussion and denonstration has hopefully
alerted researchers to the possible conplications arising from
m ssing data and to the fact that they may be using | ess than an
optimal solution if they use packaged (e.g., SPSS) defaults to
address the problem Unfortunately, because of the nunerous
factors influencing the relative success of the conpeting
techni ques, no one nmethod for handling the m ssing data problem
has been shown to be uniformy superior. Hence, as Anderson,
Basi | evsky, and Hum (1983) enphasized in their review of mssing
data procedures, “we return to the old precept that still holds
true: The only real cure for mssing data is to not have any”

(p. 480).
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Table 1

The Data Set as Wul d Appear in Wrd
File: “a:\m ssingdata.txt”

01 24890
02 2 6903
03 35 897
04 195 26
05 947605
06 386590
07 386809
08 939640
09 288957
10 120975
11 376508
12 590869



Table 2
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SPSS Frequenci es Table for Count of Mssing Data Using the

Vari abl e Naned “M ssi ng”

Valid Frequency Percent Valid Percent Cumul ati ve Percent

.00 8 66. 7 66. 7 66. 7

1.00 4 33.3 33.3 100.0
Tot al 12 100.0 100.0
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Tabl e 3

SPSS Descriptive Statistics Table Utilized to Find Vari abl e
Means

Descriptive Statistics

N M ni mum Maxi mum Mean Std. Deviation
| D 12 1 12 6. 50 3.61
X1 11 1 9 3.73 2.83
X2 11 2 9 5.91 2.77
X3 11 0 9 5.18 2.89
X4 11 5 9 7.36 1.57
X5 12 0 9 4,25 3.77
X6 12 0 9 4,92 3.42
M SSING 12 .00 1.00 . 3333 . 4924
Valid N 8

(l'istwi se)
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Tabl e 4

SPSS Final Descriptive Statistics Table with Substituted
Vari abl e Means

Descriptive Statistics

N M ni mum Maxi mum Mean Std. Deviation
| D 12 1 12 6. 50 3.61
X1 12 1 9 3.73 2.70
X2 12 2 9 5.91 2.64
X3 12 0 9 5.18 2.76
X4 12 5 9 7.36 1. 49
X5 12 0 9 4,25 3.77
X6 12 0 9 4,92 3.42
M SSING 12 .00 1.00 . 3333 . 4924
Valid N 12

(l'istwi se)

Note. After the nmean substitutions, the n’s for variables X1
through X4 are all now 12, rather than the n=11 reported in
Tabl e 3. Al so, because neans have been substituted, the neans
for the variables renmain the sane as they were in Table 3

(e.g., 3.73 and 3.73 for variable X1 in Tables 3 and 4,
respectively).

However, nean substitution mnekes the scores |ess spread
out, because scores are added toward the mddle of the
distribution. For exanple, in Table 3 the SD of X1 is 2.83, but
after the mean substitution in this table the SD of Xl is
reported to be 2.70. O course, these changes would be |ess
dramatic with |large data sets, or data sets with proportionately
fewer m ssing scores.
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SPSS Qut put to Predict M ssing Values on X1

M ssing Data 24

Vari abl e B SE B Bet a T SigT
X2 . 524817 1.414864 .461211 . 371 . 7463
x3 -. 535093 1.156447 -. 595180 -. 463 . 6890
x4 . 663248 2. 051605 . 365452 . 323 LT772
X5 —1. 246413 1.629975 -1.431360 -. 765 . 5244
X6 -1.377397 1.991655 -1.644273 -. 692 . 5607
(constant) 11.560359 9.764212 1.184 . 3581
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Tabl e 6

SPSS Qut put to Predict M ssing Val ues on X2

Vari abl e B SE B Bet a T SigT
X1 . 122646 . 330644 . 139560 . 371 . 7463
X3 . 690676 . 327832 . 874180 2. 107 . 1697
X4 -1.168327 .593751  -.732533 -1.968 . 1880
X5 1.104418 . 438791 1. 443207 2.517 . 1282
X6 1.377414 447256 1. 871058 3. 080 . 0912

(Const ant) -1. 542556 6. 058558 . 255 . 8228
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Table 7

SPSS Qutput to Predict M ssing Values on X3

Vari abl e B SE B Bet a T SigT
X1 -. 180710 . 390551 -.162466 -. 463 . 6890
X2 . 998114 . 473759 . 788594 2.107 . 1697
X4 1.216489 . 869387 . 602621 1.399 . 2967
X5 -1.367642 . 473665 -1.412020 -2.887 . 1019
X6 -1.632382 572401 -1.751934 -2.852 . 1041

(Const ant) 5. 485392 6. 302347 . 870 . 4759
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Table 8

SPSS Qutput to Predict M ssing Values on X4

Vari abl e B SE B Bet a T SigT
X1 . 074875 . 231609 . 135889 . 323 L7772
X2 -. 564390 . 286827  -.900154 -1.968 . 1880
X3 . 406647 . 290618 . 820883 1.399 . 2967
X5 . 726869 . 351360 1.514917 2.069 . 1745
X6 . 908178 377495  1.967573 2. 406 . 1379

(Const ant) . 296341 4.273484 . 069 . 9510
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Table 9

SPSS Qut put Usi ng Regression Equations to Estimte M ssing
Val ues

| D X1 X2 X3 X4 X5 X6 M SSI NG
1 4.55789 2.00000 4.00000 8.00000 9 O 1. 00
2 2.00000 -3.53591 6.00000 9.00000 O 3 1.00
3 3.00000 5.00000 -4.06971 8.00000 9 7 1.00
4 1.00000 9.00000 5.00000 4.2277/5 2 6 1. 00
5 9.00000 4.00000 7.00000 6.00000 0O 5 . 00
6 3.00000 8.00000 6.00000 5.00000 9 O .00
7 3.00000 8.00000 6.00000 8.00000 O 9 . 00
8 9.00000 3.00000 9.00000 6.00000 4 O . 00
9 2.00000 8.00000 8.00000 9.00000 5 7 . 00
10 1.00000 2.00000 . 00000 9.00000 7 5 .00
11 3.00000 7.00000 6.00000 5.00000 O 8 . 00
12 5.00000 9.00000 . 00000 8.00000 6 9 .00
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Appendi x A

Usi ng the COUNT Command to Get Nunber of M ssing Val ues

set bl anks=-99999 pri ntback=listing .

title 'M SSI NG DATA MEAN SUBSTI TUTI ON EXAMPLE'

data list file="a:m ssingdata.txt' records=1/
ID 1-2 X1 to X6 4-9 .

subtitle '"GET n M SSI NG FOR EACH PERSON

count m ssing=X1 to X6 (-99999)

frequenci es vari abl es=m ssing .

list variabl es=all/cases=9999/f or mat =nunbered .

29
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Appendi x B
Del etion of Some Cases and Determ ni ng Means

set bl anks=-99999 pri ntback=listing .

title 'M SSING DATA MEAN SUBSTI TUTI ON EXAMPLE'

data list file="a:m ssingdata.txt' records=1/
ID 1-2 X1 to X6 4-9 .

subtitle '"GET n M SSI NG FOR EACH PERSON

count m ssing=X1l to X6 (-99999)

frequenci es vari abl es=m ssing .

list variables=all/cases=9999/f or mat =nunbered .

select if (mssing It 2)

m ssing values X1 to X6(-99999)

subtitle 'Find means for each variabl e based on the nunber of
valid cases'

descriptives vari abl es=al
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M ssing Data

Appendi x C
Perform the Mean Substitution

set bl anks=-99999 pri ntback=listing .

title 'M SSING DATA MEAN SUBSTI TUTI ON EXAMPLE'

data list file="a:m ssingdata.txt' records=1/
ID 1-2 X1 to X6 4-9 .

subtitle '"GET n M SSI NG FOR EACH PERSON

count m ssing=X1l to X6 (-99999)

frequenci es vari abl es=m ssing .

list variables=all/cases=9999/f or mat =nunbered .

select if (mssing It 2)

comment m ssing values X1 to X6(-99999)

execute .

subtitle 'Find nmeans for each variabl e based on the nunber of
valid cases'

descriptives vari abl es=al

if (XL 1t -1) X1=3.73 .
if (X2 1t -1) X2=5.91 .
if (X3 1t —-1) X3=5.18 .
if (X4 1t —1) X4=7.36 .
if (X5 1t —1) X5=4.25 .
if (X6 It —1) X6=4.92 .
execute .

m ssing values X1 to X6(-99999)
descriptives vari abl es-al |
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M ssing Data

Appendi x D

bt ai ning regression equations to predict mssing val ues

Set bl anks=-99999 UNDEFI NED=WARN pri nt back=l i sti ng.
title "M SSI NG DATA REGRESSI ON EXAMPLE'
Data list file="a: mssingdata.txt' fixed records=1 table
/11D 1-2 X1 to X6 4-9 .
subtitle 'GET n M SSI NG FOR EACH PERSON
count m ssing=X1 to X6(-99999)
frequency vari abl es=m ssing .
list variabl es=all/cases=9999/f or mat =nunbered .
subtitle "la Find equation to predict m ssing on X'
t emporary .
select if (mssing eq 0) .
regression vari abl es=X1 to X6/ dependent =x1/
enter X2 to X6 .
subtitle "2a Find equation to predict mssing on X2
tenmporary .
select if (mssing eq 0) .
regression vari abl es=X1 to X6/ dependent =X2/
enter X1 X3 to X6 .
subtitle "3a Find equation to predict mssing on X3
tenmporary .
select if (mssing eq 0)
regression vari abl es=X1 to X6/ dependent =X3/
enter X1 X2 X4 to X6 .
subtitle "4a Find equation to predict m ssing on X4'
tenmporary .
select if (mssing eq 0) .
regression vari abl es=X1 to X6/ dependent =X4/
enter X1 to X3 X5 X6
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M ssing Data

Appendi x E

33

Using output fromfirst phase of analysis to find m ssing val ues

Set bl anks=-99999 UNDEFI NED=WARN pri nt back=l i sti ng.
title 'M SSI NG DATA REGRESSI ON EXAMPLE'

Data list file="a:mssingdata.txt' fixed records=1 table

/11D 1-2 X1 to X6 4-9 .
subtitle 'GET n M SSI NG FOR EACH PERSON
count m ssing=X1 to X6(-99999)
frequency vari abl es=m ssing .
list variabl es=all/cases=9999/f or mat =nunbered .
subtitle "la Find equation to predict m ssing on X1
tenmporary .
select if (mssing eq 0) .
regression vari abl es=X1 to X6/ dependent =X1/
enter X2 to X6 .
subtitle '"2a Find equation to predict m ssing on X2
tenmporary .
select if (mssing eq 0)
regression vari abl es=X1 to X6/ dependent =X2/
enter X1 X3 to X6 .
subtitle "3a Find equation to predict mssing on X3
t emporary .
select if (mssing eq 0) .
regression vari abl es=X1 to X6/ dependent =X3/
enter X1 X2 X4 to X6 .
subtitle "4a Find equation to predict m ssing on X4'
t emporary .
select if (mssing eq 0) .
regression vari abl es=X1 to X6/ dependent =X4/
enter X1 to X3 X5 X6 .

|F (X1 LT -1)X1=(.524817 * X2) + (-.535093 * X3) +
(.663248 * X4) + (-1.246413 * X5) +
(-1.377397 * X6) + 11.560359 .

I|F (X2 LT -1)X2=(.122646 * X1) + (.690676 * X3) +
(-1.168327 * X4) + (1.104418 * X5) +
(1.377414 * X6) + -1.542556

I|F (X3 LT -1)X3=(-.180710 * X1) + (.998114 * X2) +

(1.216489 * X4) + (-1.367642 * X5) +

(-1.632382 * X6) + 5.485392 .

(.074875 * X1) + (-.564390 * X2) +

(. 406647 * X3) + (.726869 * X5) +

(.908178 * XB) + .296341 .

PRI NT FORMATS X1 TO X4(F8.5) .

LI ST VARI ABLES=ALL/ CASES=9999/ FORMAT=NUVBERED

|E (X4 LT -1) X4=
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