Section 2.7

1 4|10 1 4 10
L [Auﬂ_[—?, 1 ‘ 0 1} fty = Hp 431 [0 13 ' 3 1]
14 1 0 1 0| 1/13 —4/13
1 _
Bz = 13R2[0 1 ’ 3/13 1/13} B~ 4R [o 1 ‘ 3/13  1/13 ]
. . _ 1/13 —4/13
. 1_
Hence A is non—singular and A [ 313 1/13 } .
Moreover
Er12(—4)E2(1/13)E91(3)A = I,
S0
AT = Bio(—4)Fy(1/13) Ex (3).
Hence

A ={Ex(3)} {E2(1/13)} {E1a(—4)} " = E21(—3)Ea(13) E12(4).

2. Let D = [d;;] be an m x m diagonal matrix and let A = [a;] be an m xn
matrix. Then .
(DA)y, = Z dijajr = diaik,
j=1
as d;j = 0 if ¢ # j. It follows that the ith row of DA is obtained by
multiplying the ¢th row of A by d;;.

Similarly, post-multiplication of a matrix by a diagonal matrix D results
in a matrix whose columns are those of A, multiplied by the respective
diagonal elements of D.

In particular,

diag (a1, ..., ay)diag (by,...,b,) = diag (a1by, ..., anby),

as the left-hand side can be regarded as pre-multiplication of the matrix
diag (b1, ...,by) by the diagonal matrix diag (a1,...,a,).

Finally, suppose that each of aq,...,a, is non—zero. Then afl, o ant
all exist and we have

diag (a1, . ..,an)diag (a7',...,a,") = diag(aia?,..., ana,")
= diag(1,...,1) =1I,.
Hence diag (a1, . . ., a,) is non-singular and its inverse is diag (a7 ’,...,a;").
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Next suppose that a; = 0. Then diag (a1,...,a,) is row—equivalent to a
matix containing a zero row and is hence singular.

002|100 126 010
3.[Al=]1 2 6| 0 1 0| Ri<Ry [ 0O 0O 2 1 0 O
3791001 379001
1 2 6 0 10 1 2 6 0 1
Ry —R3—3R; [0 0 21 00| Roe=R3 |0 1 -9 0 =3
01 -90 =31 00 21 0
1 2 6 0 10 1 0 24 0
Ry —3sR3 | 01 -9 0 3 1| -Mi—=R—-2R, |0 1 -9 0
00 1 1/2 00 00 1 1/2
Ry — Ry — 24Rs 1 0 0 —-12 7T =2
Ry — Ry + 9R; 010 9/2 -3 1
2 001 1/2 0 0
—12 7T =2
Hence A is non-singular and A=t = | 9/2 -3 1
/2 0 0
Also
E53(9)E13(—24)E12(—2)E3(1/2) Eag E31(—3) E12A = 3.
Hence
A_l = E23(9)E13(—24)E12(—2)E3(1/2)E23E31(—3)E12,
S0
A = E12FE31(3)E23 E3(2) E12(2) Eq3(24) E23(—9).
4.
1 2k 1 2 k 1 2 k
A=|3 -1 1|—=|0 -7 1-3k|—-|0 -7 1-3k |=0B.
5 3 =5 0 -7 —5-5k 0 0 —6-2k

Hence if —6 — 2k # 0, i.e. if k # —3, we see that B can be reduced to I3
and hence A is non—singular.

1 2 -3
If k=-3,then B=| 0 —7 10 | = B and consequently A is singu-
0 0 O

lar, as it is row—equivalent to a matrix containing a zero row.
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5. FE2(2) [ _; _i } = [ (1) g } Hence, as in the previous question,

270, . 1

_o _y | issingular.

6. Starting from the equation A% — 24 + 131, = 0, we deduce
A(A —215) = =131, = (A — 215) A.

Hence AB = BA = I, where B = 73 (A — 2I5). Consequently A is non-
singular and A~ = B.

7. We assume the equation A% = 342 — 34 + I3.

(i) A' = APA=(342-3A+L)A=34%-3424+A
= 3(34%2 —3A+1I3) —3A%2 + A =6A% —8A + 3Is.

(iii) A3 —3A2 +3A = I3. Hence
A(A% —3A 4 313) = I3 = (A® — 3A + 313) A.
Hence A is non—singular and

A7l = A2 _3A 43I,

-1 -3 1
= 2 4 -1
0 1 0

8. (i) If B3 =0 then

(I, - B)(I,+ B+ B? = I,(I,+ B+ B?) — B(I, + B + B?)
= (I,+B+B% —(B+B?+B?%
= I,-B’=1,-0=1,.

Similarly (I, + B + B%)(I,, — B) = I,,.

Hence A = I,, — B is non-singular and A~! = I,, + B + B2
It follows that the system AX = b has the unique solution

X=A"'%=(I,+ B+ B*b=b+ Bb+ B%.
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0 r s 0 0 rt
(ii)Let B=|0 0 t |.ThenB?= |0 0 0 | and B3 =0. Hence
000 00 0
from the preceding question
(I3—B)™' = I3+ B+ B?

1.0 0 0 r s 0 0 rt

= 01 0(4+]0O0¢t]|+]00 0
|0 0 1 00 0 0 0
(1 r s+t

= 0 1 t
| 0 0 1

9. (i) Suppose that A% = 0. Then if A~! exists, we deduce that A~1(AA) =
A~'0, which gives A = 0 and this is a contradiction, as the zero matrix is
singular. We conclude that A does not have an inverse.

(ii). Suppose that A? = A and that A~! exists. Then

A7H(AA) = A2 A,

which gives A = I,,. Equivalently, if A2 = A and A # I,,, then A does not
have an inverse.

10. The system of linear equations

r+y—z =
z = b
2r4+y+22 = ¢

is equivalent to the matrix equation AX = B, where

1 1 -1 T a
A=10 0 11, X=|y |, B=
2 1 2 z

By Question 7, A~! exists and hence the system has the unique solution

-1 -3 1 a —a—3b+c
X = 2 4 -1 b | =] 2a+4b—c
0 1 0 c b

Hencex = —a—3b+c, y=2a+4b—c, z=0.
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1
1
e

11
0 0
01
1110

1
1
1

10 0 0
0100
0 010
0 001

) [
Hence A is non—singular and

— - O O

— O

— o O -

™ = o~

, S0 A is singular.
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14.
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Ry — R1 — R3

Hence A1 exists and

Hence A is singular b

<

~N O O
S O =

00
10
01

R2—+%R2
R3 — gRg

virtue of the zero row.

46
00 1
00 1]

Ry — iR
Ry — =Ry
Rg — 7R3

[ 1
0
| O

Hence A™! exists and A~ = diag (1/2, —1/5, 1/7).

(Of course this was also immediate from Question 2.)

()

o O O
OO =N
O = N
DO O
o O O
O O = O
O = O O

Ry — Ry — 2R3

Ry — Ry — 3Ry

Ry — Ry + 2Ry

R3 — R3 — Ry
Ry — 3Ry

Hence A1 exists and

ATl =

_ o O O

o O O

o O O

o O O

Ry — Ry — 2Ry
00 61
10 —4]0
01 20
00 2|0
00 0] 1 —2
1000 1
010[0 0
00 1|0 0
-2 0 -3
1 -2 2
0o 1 -1
0 0 1/2
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(f)

12 3 1 2 3 1 2 3
45 6 22:22:‘5121 0 -3 6| Ry—R3—Ry | 0 -3 —6
5 7 9] P Lo -3 -6 0 0 0

Hence A is singular by virtue of the zero row.

15. Suppose that A is non—singular. Then
AA™ =1, =471A.
Taking transposes throughout gives

(AA—l)t —_ It —_ (A—IA)t

(A—l)tAt = I, = At(A_l)t,
so Al is non-singular and (A?)~! = (A71)L

a b

16. Let A = [ . d } , where ad — bc = 0. Then the equation

A? —(a+d)A + (ad — bc)I, =0

reduces to A% — (a + d)A = 0 and hence A? = (a + d)A. From the last
equation, if A~! exists, we deduce that A = (a + d)I3, or

a b| |a+d 0
cd| | 0 a+d]|’

Hencea =a+d, b=0, c=0,d=a+dand a =b = c =d = 0, which
contradicts the assumption that A is non—singular.

17.
1 a b 1 a b
A=| —a 1 ¢ Zi:gﬁizgi 0 1+a®> c+ab
b —c 1 0 ab—c 14102
1 a b
Ry — 1+%Rz 0 1 fi—gg
0 ab—c 1+
1 a b
Ry— Ry —(ab—c)Ry | 0 1 ctab
0 0 14052+ abicrad)
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Now

_ 2 _ (b2
o (¢ —ab)(c+ ab) e (ab)
1+ a? 1+a?
1+ a?+ b+
= T # 0.

Hence B can be reduced to I3 using four more row operations and conse-
quently A is non-singular.

18. The proposition is clearly true when n = 1. So let n > 1 and assume
(P~'AP)" = P~1A"P. Then

(P7tAP)"l = (P7lAP)"(P7'AP)
(P1A"P)(PT'AP)
PlAv (PP HAP
PIAMTAP
Pl1(A"A)P
= plamtlp

and the induction goes through.

1 2/3 1/4 - 1 3 1] 4 =3
19.LetA—[1/3 3/4]andP—{_1 4].ThenP =714 11

5/12 0

We then verify that P~ AP = [ } . Then from the previous ques-

0 1
tion,
PlAnP:(PlAP)n:P/Om g]":{@/g}zw 0 ] :[<5/(1)z>" (1)]
Hence
an - P'(5/12)" 0] 1 _ 1 3 (5/12)» 0]1[4 -3
_1_ (50/12)n1jp4[31 4“ 0 1]7[1 1]
7] —(512)" 4“1 1}
_ L] 4(5/12)"+3  (=3)(5/12)" + ]
71 —4(5/12)"+4  3(5/12)" +
S PR




Notice that A™ — % [ i i as n — o0o. This problem is a special case of

a more general result about Markov matrices.

a b
20. LetA—[c d

} be a matrix whose elements are non-negative real

numbers satisfying

a>0,b>0,¢>0,d>0, a+c=1=b+d.

Also let P = [ IC) _1 } and suppose that A # Is.

(i) det P = —-b—c= —(b+¢). Now b+ ¢ > 0. Also if b+ ¢ = 0, then we
would have b = ¢ = 0 and hence d = a = 1, resulting in A = I5. Hence
det P < 0 and P is non-singular.

Next,
-1 [ -1 -1 a b b 1
1 _
PAP_b+c_—c b][c d][c —1}
-1 —-a-c -b—d b 1
N b+c| —ac+bc —cb+bd c —1
S B -1 b1
"~ b+c| —ac+bc —cb+bd c —1
-1 —b—c 0
~ btec| (mac+be)b+ (—cb+bd)c —ac+bec+chb—bd |’
Now
—ach +b*c—cb+bde = —cb(a+ c¢)+ be(b+ d)
= —cb+0bc=0.
Also
—(a+d—-1)b+¢c) = —ab—ac—db—dc+b+c
—ac+b(1 —a)+c(1—d)—bd
= —ac+ bc+ cb—bd.
Hence
B 1 [ —(b+e) 0 10
IAp _ _
P Ap_b—l—c 0 —(a+d—1)(b+c)}_[0 a—i—d—l]
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(ii) We next prove that if we impose the extra restriction that A # [

01
1 0}

then |a +d — 1| < 1. This will then have the following consequence:

A = P

A" = P

b+c |
[ —b
b+c|
(b b
b+c |

-1

1

0 1
a+d—1}P

0 "
a—i—d—l} P

(a+£—D”]P1

)
16 o)5vel
=

b 0
—b
—C

c 0

-1 -1
—c b

—C

c C

where we have used the fact that (a +d —1)" — 0 as n — co.

We first prove the inequality |a +d — 1| < 1:

at+d—1 <

1+4d—-1=d<1

a+d—-1 > 04+40-1=-1.

Next, ifa+d—1=1, we have a+d = 2; so a =1 = d and hence ¢ = 0 = b,
contradicting our assumption that A # I,. Also if a+d —1 = —1, then

a+d:0;soazOzdandhencec:1:bandhenceA:[

01
1 0|

22. The system is inconsistent: We work towards reducing the augmented

matrix:

1 2
11
3 5| 12

R3 — Ry — Iy

wenn [)2]
Ry—Ry—=3Ri | o _ |,
1
0 -1
0 —
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The last row reveals inconsistency.
The system in matrix form is AX = B, where

1 2 4
35 y 12

The normal equations are given by the matrix equation

A'AX = A'B.
Now

(1 2

11 3 11 18

2 15 3 5 18 30
[ 4

11 3 45

AtB:[ ] 5 :[ }
2 15 12 73

Hence the normal equations are

11z +18y = 45

18z + 30y = 73.
These may be solved, for example, by Cramer’s rule:
45 18
73 30 36
11 18 6
18 30
11 45
18 73 -7

11 18 6 -
18 30

23. Substituting the coordinates of the five points into the parabola equation
gives the following equations:
a =0
a+b+c = 0
a4+ 2b+ 4c
a+3b+9c
a+4b+ 16c =

I
|
—_
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The associated normal equations are given by

5 10 30 a 11
10 30 100 b | =1 42 |,
30 100 354 c 160

which have the solution a = 1/5, b= -2, ¢ = 1.
24. Suppose that A is symmetric, i.e. A' = A and that AB is defined. Then

(B'AB)! = B'AY(B")' = B'AB,
so B'AB is also symmetric.

25. Let A be m x n and B be n x m, where m > n. Then the homogeneous
system BX = 0 has a non-trivial solution Xy, as the number of unknowns
is greater than the number of equations. Then

(AB)X, = A(BXg) = A0 =0

and the m x m matrix AB is therefore singular, as X # 0.

26. (i) Let B be a singular n x n matrix. Then BX = 0 for some non—zero
column vector X. Then (AB)X = A(BX) = A0 = 0 and hence AB is also
singular.

(ii) Suppose A is a singular n x n matrix. Then A? is also singular and
hence by (i) so is B!A* = (AB)!. Consequently AB is also singular
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